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1. Introduction

We present an algorithm, “counting by partitions”, which takes as input a set of tokens (movable small objects) and returns its number (how many) in decimal notation.

The algorithm consists of two parts. The first part (which takes most of the time) doesn’t require any math knowledge. The second part requires knowledge of a number system, and of a doubling algorithm.

We compare “counting by partitions” to the algorithm currently taught to children in the early grades.
The algorithm that we are presenting is not new. And any speculation that it may have been used in preliterate societies that had well-developed number systems (the early Sumerians, Incas) is also not new.

We found a variant of the algorithm in an 1827 book by Prof. John Leslie, *The Philosophy of Arithmetic*, published in Edinburgh. Prof. Leslie describes how “savages” may have developed arithmetic.
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Let us endeavour to trace the steps by which a child or
a savage, prompted by native curiosity, would proceed in
classing, for instance, twenty-three similar objects.—
1. He might be conceived to arrange them by successive pairs. Selecting twenty-three of the smallest shells or
grains he could find, he might dispose these in two rows, containing each eleven counters, and one over.
2. An algorithm, “Counting by partitions”

Description

A collection of tokens can be partitioned into two equal parts by the method “one for you and one for me”, or “two for you and two for me”. In each case, a person may use one or both hands. The result consists of two collections that have the same number of tokens, and possibly one object left unassigned, a “leftover” or “remainder”.

One can repeat this process on one of the two resulting collections, until the collection is small enough to see its number at a glance (for example, two or three tokens).
A person doing this task needs only to record, for each iteration, whether there is a leftover or not, and to record the number of tokens left at the end. It doesn’t require any mathematical knowledge or linguistic literacy.

A whole record may look like this:

```
   o       no leftover
   |       one leftover
   |       one leftover
   |       one leftover
   o       no leftover
   |       one leftover
   |       one leftover
///     three tokens left at the end
```

Do you see that this record came from partitioning 118 tokens?
Actual procedure for partitioning 118 tokens

Equipment needed: Three bowls, which we call L, M, and R (Left, Middle, and Right) and material for recording. To begin, put all tokens in the middle bowl.
Move the tokens by taking one or two tokens from the middle container in each hand and putting them simultaneously into the two side containers. You may look at what you are doing, or do it just by touch.

<table>
<thead>
<tr>
<th>No. of tokens in containers:</th>
<th>L</th>
<th>M</th>
<th>R</th>
</tr>
</thead>
<tbody>
<tr>
<td>1&lt;sup&gt;st&lt;/sup&gt; cycle</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>118</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>116</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>114</td>
<td>2</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>58</td>
<td>58</td>
<td>2</td>
<td>58</td>
</tr>
<tr>
<td>59</td>
<td>59</td>
<td>0</td>
<td>59</td>
</tr>
</tbody>
</table>

Record written horizontally:
After the 1\textsuperscript{st} cycle:
<table>
<thead>
<tr>
<th>Cycle</th>
<th>L</th>
<th>M</th>
<th>R</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>2nd cycle</td>
<td>59</td>
<td>59</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td></td>
<td>60</td>
<td>57</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>...</td>
<td>...</td>
<td>...</td>
<td></td>
</tr>
<tr>
<td></td>
<td>88</td>
<td>1</td>
<td>29</td>
<td>o</td>
</tr>
<tr>
<td>3rd cycle</td>
<td>89</td>
<td>29</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td></td>
<td>90</td>
<td>27</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>...</td>
<td>...</td>
<td>...</td>
<td></td>
</tr>
<tr>
<td></td>
<td>103</td>
<td>1</td>
<td>14</td>
<td>o</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4th cycle</td>
<td>104</td>
<td>14</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td></td>
<td>105</td>
<td>12</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>...</td>
<td>...</td>
<td>...</td>
<td></td>
</tr>
<tr>
<td></td>
<td>111</td>
<td>0</td>
<td>7</td>
<td>o</td>
</tr>
</tbody>
</table>
After the 4\textsuperscript{th} cycle:
<table>
<thead>
<tr>
<th>Cycle</th>
<th>L</th>
<th>M</th>
<th>R</th>
</tr>
</thead>
<tbody>
<tr>
<td>5&lt;sup&gt;th&lt;/sup&gt; cycle</td>
<td>111</td>
<td>7</td>
<td>0</td>
</tr>
<tr>
<td>6&lt;sup&gt;th&lt;/sup&gt; cycle</td>
<td>115</td>
<td>3</td>
<td>0</td>
</tr>
</tbody>
</table>

In the middle of the 6<sup>th</sup> cycle:

![Image of bowls and marbles]
Computation

To compute the number of elements in a collection on the basis of its record requires two operations:

Double: $k \rightarrow 2k$, and
Double-and-one: $k \rightarrow 2k + 1$

Computation is carried out in the direction opposite to the way the record is kept. The person doing the computation must be mathematically literate.

In the example above, the record was

```
o  |  |  o  |  ///
```

The computation is carried out (from right to left) as follows:

$$3 \rightarrow 7 \rightarrow 14 \rightarrow 29 \rightarrow 59 \rightarrow 118$$
Time complexity of the algorithm

The main portion of time is spent on partitioning the current collection. So when a person uses both hands, holding one token in each, he/she needs \( k/2 \) moves to split a collection of \( k \) elements.

The total number of moves for creating a record for a collection of \( n \) elements is \( n/2 + n/4 + n/8 + \ldots < n \).

So approximately \( n \) moves are needed to create a record of \( n \) tokens.

In any case the total time is proportional to \( n \).

The time to count \( n \) tokens = \( C*n \).

We have experimented with counting up to 1000 tokens and found that \( C \approx 2 \) seconds/token.
3. Counting taught in schools

Students are taught to recite the names of positive whole numbers from one to at least 20. (This is called “verbal counting”.) At the same time, or later, they are taught to synchronize verbal counting with touching, pointing to, or moving the objects that are counted. It is stressed that exactly one object has to be associated with each number. The last number spoken during this process is the total number of elements in a counted collection.
In practice, counting a collection of small objects (for example, pebbles) may look as follows.

A student has some pebbles on a paper plate and another empty plate. He/she moves one pebble from the first plate to the second, and at the same time counts silently, or aloud, one, two, three, ... . After all pebbles are moved, the student writes down the last number he/she mentioned. This method may be “improved” by moving more than one object at a time (for example, two) and “skip counting”, two, four, six, ... . Using this algorithm requires using a number system fluently, up to the number of objects being counted. This in turn indicates at least a reasonable knowledge of arithmetic.
Time complexity of the school algorithm

The time spent on moving \( n \) objects is proportional to \( n \). But counting verbally is proportional to \( n \cdot \log(n) \). The \( \log(n) \) factor enters because the lengths of names of numbers are roughly proportional to the number of decimal digits. (Compare the number of syllables in “five”, “thirty-five”, and “two hundred thirty-five”.)
But the main limitation of the school algorithm lies in the fact that it puts a big stress on the person’s working memory. Any lapse of attention may create an error, such as ... 87, 87, 88, .... or ... 78, 89, ....

And the chance of such errors increases with the time spent on counting. (The numbers spoken earlier interfere with the numbers spoken later.)

So in practice, the school algorithm is limited to counting only small collections (up to 50 objects), and even then it is rather error-prone.
4. Final remarks: A question and a comment

Question
Why is it that an algorithm that is inferior to the algorithm by partitions (and to many other counting algorithms) plays such a prominent role during the first four years (K-3) of teaching mathematics?

Comment
We have a rather broad knowledge of the number systems that were used by the Sumerians and Incas. But we have no knowledge of their counting algorithms.